Additional Information – 3rd day

Missing values (p. 97)

	
	hierarchical methods
	k-means

	SPSS
	CLUSTER 

listwise
	QUICK CLUSTER listwise and pairwise

	CLUSTAN
	pairwise
	pairwise

	ALMO
	P=36;

pairwise and listwise
	P=37;

pairwise and listwise


for more details see p. 35ff
Treatment of Ties (p. 51)

SPSS



description: last pair, programme: ????

CLUSTAN and ALMO:
either the last or the first pair

Example (see syntax vgl.sps):


         ALMO+CLUSTAN               SPSS

NCLUS       ACLUS1   ACLUS2   SCLUS1   SCLUS2

  142,00    63,00   117,00    28,00   117,00

  140,00    28,00   114,00    10,00   100,00

  139,00    10,00   100,00    37,00    93,00

  138,00    37,00    93,00    34,00    78,00

  137,00    34,00    78,00    32,00    75,00

  136,00    32,00    75,00    11,00    54,00

  135,00    11,00    54,00    38,00    91,00

  134,00    38,00    91,00    38,00    89,00

  133,00   118,00   127,00    72,00   127,00

etc.

DLEVEL - Difference of Agglomeration Levels (p. 71f)

The computation of DLEVEL is only useful for WARD's method in SPSS, because SPSS doesn't print the increase, instead it prints the within sum of squares.

	Technique to determine the number of cluster
	WARD
	all other methods

	"sharp" increase in the dendrogram
	compute DLEVEL
	use the original LEVEL

	scree diagram
	plot DLEVEL
	plot LEVEL

	mojena I
	standardize DLEVEL
	standardize LEVEL


Mojena I in SPSS, CLUSTAN and ALMO

SPSS:

stage/step
stand levels = t1 = Mojena I

.

k

k+1

stand. level --> above the threshold --> number of cluster at stage k

.

CLUSTAN and ALMO:

Cluster 
t1 = Mojena I

.

k



k+1

t1 

--> above the threshold --> number of cluster = k+1

Therefore:

stand. level at step k+1 = t1 test statistic for number of clusters at stage k !!!!
Example:

data list free/stage cluster1 cluster2 coeff stage1 stage2 next.

begin data.

1
1
2
1,000
0
0
2
 

2
1
3
3,000
1
0
4
 

3
4
5
5,000
0
0
4
 

4
1
4
13,000
2
3
0
 

end data.

compute ncluster=5-stage.

desc var=coeff/save.

list var=ncluster zcoeff.
NCLUSTER      ZCOEFF

    4,00     -,85553

    3,00     -,47529

    2,00     -,09506

    1,00     1,42588

CLUSTAN:

Best Cut Significance Test - Upper tail

Proposed
Realised

Partition
Deviate
t-Statistic

    2 clusters
1,43
2,85

Note: 

This "defect" is corrected in mojena1.sps and mojena2.sps and in Errata3.

You can either correct this "defect" or use the method learnt yesterday: 

1. copy the schedule to the clipboard

2. paste the schedule into the syntax LEVEL1.sps

3. delete the COMPUTE lines for PLEVEL and DLEVEL, if you are not using WARD

4. Correct the number of cases

5. standardize the variable LEVEL, standardized levels = t1

6. switch to the data matrix

7. read the column ZLEVEL (other methods) resp. DZLEVEL (WARD)

8. search an "significant" increases

Application (p. 5f)

hierarchical techniques
compute a tree representation






compute a classification

sample size
small (SPSS), moderate (ALMO), large (CLUSTAN)

Typical application:

large data set (n=600, 1000, 40000) --> cluster cases --> interest: detect types

e.g.:

life style research: many cases and many variables

variables = behaviour or "near" behaviour = AOI – variables (Blackwell et al. 2001: Consumer Behavior. Orlando, p. 219ff)

Sociology (Social Stratification/Social Inequality): "Soziale Milieus" are used. They are very frequently discussed in the framework of life styles. Most prominent: SINUS (milieus), developed by Flaig (?) and Ueltzhöffer, used e.g. by Vester (social stratification and political orientations) and Heitmeyer (social inequality and right extremism). See p. 16f.

Differences?


Strategies:

· variables: many variables no problem, but nonetheless a reduction is useful (p. 27f).

· cases: see below

	Strategies for cases
	disadvantage
	advantage 

	aggregate
	homogeneity assumed within cluster
	influence of errors is reduced

	sample
	small clusters may not be present
	use everything you have learnt until now

(determination of the number of clusters, number of clusters may be underestimated

	other software
	to become familiar with the software
	all cases can be clustered


However: hierarchical solution (e.g. WARD) is not necessarily an optimal partition.

Assumption: No access to other software!

no idea about the number of clusters

draw a sample --> CLUSTER --> determine the number of cluster (=k1, k2, ..) 

--> QUICK CLUSTER with k1, k1+1 and k1+2 (and k2, k2+1, k2+2) 

--> interpretation ---> stability ---> validation

some idea about the number of clusters (e.g. by qualitative research, theoretical consideration etc.)


QUICK CLUSTER with k --> interpretation ---> stability ---> validation


analyse other k's

cultural values (system) including means


social structure (opportunities)
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