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1.1 Purpose and Techniques

The main idea of cluster analysis is very simple (Bacher 1996: 1-4): 

· Find K clusters (or a classification that consists of K clusters) so that the objects of one cluster are similar to each other whereas objects of different clusters are dissimilar. 

The following quotations should additionally illustrate this task:

"This monograph will be concerned with certain techniques for the analysis of multivariate data, which attempt to solve the following problem:

Given a number of objects or individuals, each of which is described by a set of numerical measures, devise a classification scheme for grouping the objects into a number of classes such that objects within classes are similar in some respect and unlike those form other classes. The number of classes and the characteristics of each class are to be determined".

(Everitt 1981: 1).

"The subject of classification is concerned with the investigation of the relationships within a set of 'objects' in order to establish whether or not the data can validly be summarized by a small number of classes (or clusters) of similar objects." 

(Gordon 1999: 1)

Everitt's characteristic requires two notes: 

· Clustering techniques can also be applied to cluster variables. Everitt only mentions cases!

· Clustering techniques can also be applied in a confirmatory way. Everitt's definition suggests that cluster analysis is an explorative technique.

The description of Gordon also needs some remarks:

· According to Gordon the classification must be valid.

· The number of clusters should be small.

Gordon formulates additional criteria: A cluster should contain similar objects and should satisfy additional criteria. Compared to Everitt, Gordon's definition portrays the development in cluster analysis. Until the 80s the discussion concentrated mainly on techniques. At the end of the 80s the whole process of clustering – starting with the selection of cases and variables and ending with the validation of clusters – became dominant. The steps in a clustering process are:

1. selection of appropriate cases, variables and methods

2. application of the methods

3. evaluation of the results. 

This last step includes: 

1. determination of the number of clusters, if unknown

2. substantive interpretation of clusters

3. test of stability

4. test of internal validity (model fit), relative validity and external validity

Techniques

Different techniques have been developed to cluster cases or variables. The lecture will discuss the most important ones:

· Hierarchical clustering methods (see chapter 4). They result in a hierarchy of classifications (partitions). 

· K-means clustering methods (see chapter 5). They result in a classification with K clusters. A sequence of clusters containing a different number of clusters is not automatically generated. 

· Probabilistic methods (see chapter 7), like latent class and latent profile methods or mixture models. These methods differ from the two approaches mentioned before (hierarchical and k-means techniques) in the assignment of objects to the clusters. Hierarchical and k-means techniques result in a deterministic assignment. An object can only belong to one cluster, e.g. object 1 belongs to cluster 2, object 2 to cluster 2, object 3 to cluster 1, and so on (see table 1-1). Probabilistic techniques assign objects with certain probabilities to the clusters, e.g. object 1 belongs with a probability of 0.1 to cluster 1, with a probability of 0.7 to cluster 2 and with a probability of 0.2 to cluster 3. 


deterministic clustering

(hierarchical or k-means)
probabilistic clustering

objects
member-ship
cluster 1
cluster 2
cluster 3
cluster 1
cluster 2
cluster 3

1
2
0
1
0
0.1
0.7
0.2

2
2
0
1
0
0.0
0.5
0.5

3
1
1
0
0
0.9
0.0
0.1

4
3
0
0
1
0.0
0.0
1.0

Table 1-1: Deterministic versus probabilistic assignment of objects

Most techniques are known for many decades. K-means was developed in the 70s by Forgy (Jain and Dubes 1988: 97). Hierarchical Methods were already developed in the 60s (see Everitt 1981: 28). However, the implementation of clustering techniques is still unsatisfactory in standard statistical software, especially in SPSS. SPSS (Version 10.0.5 for Windows) offers only two procedures: 

· One module for hierarchical clustering (CLUSTER) and 

· one module for k-means clustering (QUICK CLUSTER). 

Statistical tests or criteria are not available. Probabilistic models are not covered, too. Therefore, a discussion of additional programme packages is necessary. We will concentrate on two programmes: ALMO and CLUSTAN (see chapter 4). LatentGold as a third one will also be mentioned (see chapter 7).

Clustering Cases or Variables

Agglomerative hierarchical techniques may be used to cluster cases (clustering cases) or variables (clustering variables). K-means and probabilistic methods only allow you to cluster cases. Figure 1-1 visualizes the difference between clustering cases and variables.


Figure 1-1: Clustering cases or variables

Example: A sample of n persons have been asked about their sympathy for m countries ('Here is a list of m countries. Can you select those countries you like?'). If a researcher wants to analyse the question 'which countries are similar?' he will cluster variables and he must apply agglomerative hierarchical techniques (or other techniques for clustering variables). 

If the question is 'do the persons differ in their sympathy and can different patterns of preferences be identified?' cases are clustered. For this purpose, all three methods (hierarchical techniques, k-means methods and probabilistic clustering) may be used in principle. 

Agglomerative hierarchical techniques can be - dependent on your hardware - applied for small (e.g. n=50) and moderate sample sizes (e.g. n=500). K-means methods require at least a moderate sample size (e.g. n=300). K-means can be used for large sample sizes, too. Probabilistic techniques require large sample size (e.g. n=3000). The size of sample depends on the structure of the data. If well separated clusters exist the sample size can be smaller. Therefore, general threshold values cannot be given.

Explorative Cluster Analysis and Confirmatory Cluster Analysis

Clustering techniques are regarded as explorative methods in many text books. This is correct only to some extent. They only require a specificatoin of the variables and cases that should be used. A specification of the number of clusters is not necessary in advance. The number of clusters can be determined in principle. It is also not necessary to specify certain characteristics of the cluster (e.g. clustering variables: country A and B are in the same clusters; or clustering cases: cluster 1 prefers countries A, B and C, cluster 2 countries A and D, and so on). Therefore, clustering techniques may be used in an explorative way. But they can also be applied as confirmatory techniques. In this case the number of clusters and certain characteristics of the clusters are fixed. Figure 1-2 shows the differences between exploratory and confirmatory cluster analysis.

Exploratory cluster analysis
Confirmatory cluster analysis

· The number of clusters is unknown.

=>  The number of clusters has to be estimated.

· The characteristics of clusters (e.g. cluster centres in k-means) are unknown.

=>  Clusters have to be interpreted. Finding a substantive interpretation can be difficult.

· The fit to data is maximized.
· The number of clusters is known.

=>  The number of clusters shall not be estimated.

· Characteristics of clusters are - at least partially – known.

=>  Clusters already have a substantive interpretation.

· The fit to data may be poor.

Figure 1-2: Differences between exploratory and confirmatory cluster analysis

Confirmatory cluster analysis has two advantages (see figure 1-2):

· Confirmatory cluster analysis avoids the problem of determining the number of clusters. This problem is still unsolved. 

· There is already a substantive interpretation for clusters. Finding such an interpretation can be difficult.

The disadvantages are:

· Fit to data may be poor.

· Methods for confirmatory cluster analysis are not available in standard software. SPSS offers only a rudimentary confirmatory analysis. All starting values have to be fixed or freed for estimation. Linear or non linear restrictions or fixing some parameters is not possible.

Despite these advantages confirmatory techniques are rarely used.

1.2 Examples

Clustering Variables: Affiliation to Youth Cultures

Neumann et al. (1999) applied hierarchical techniques to analyse the perception of different youth cultures. Their analysis is based on a sample of 2.500 young Germans aged between 15 and 19 years. The survey was carried out in four different federal states ("Länder": Brandenburg, Schleswig-Holstein, Bayern and Thüringen) in 1996 and 1997. Figure 1-3 summarizes the results of their cluster analysis. 
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Figure 1-3: An example of clustering variables (Neumann et al. 1999: 129)

The authors differentiate between four clusters:

· right wing youth cultures

· hard youth cultures

· soft youth cultures

· pop cultures

The results (in the Cluster Tree) show the relations between the four clusters: Soft and hard youth cultures are more similar to each other than the other clusters. They would be combined in the next step of agglomerative hierarchical cluster analysis. The next step would join soft and hard youth cultures with pop culture. These three clusters have large distances to the right wing youth cultures. Right wing youth cultures are seen as different from other youth cultures. This has two implications: 1. Right wing groups have difficulties in attracting juveniles with affiliations to other groups. 2. It is difficult to attract juveniles to other groups, who sympathize with right wing groups.

Unfortunately, the authors do not document the method and the similarity measure used. I suppose, it was an agglomerative hierarchical technique. Nonetheless, in chapter 4.2 we will try to reproduce the method used.

The procedure used by the authors can be applied in other research fields. Affiliations to political parties, to certain products or services, etc. can be analysed in a similar way.

Clustering Cases I: Analysing an Attitude Scale

Neumann et al. (1999) also applied cluster analysis to the analysis of an attitude scale on xenophobia. The used scale consists of nine items. The items capture different aspects of discrimination and assimilation of foreigners. The authors reported to have found four clusters. The clusters are (see figure 1–4):  

· "Romantic anti-racism" (n=576; cluster 2). All items of xenophobia are rejected. 

· "Eliminatory" xenophobia (n=334; cluster 4). Members of these clusters agree to all items. They support the exclusion of migrants and foreigners from Germany. 

· "Assimilatory" xenophobia (n=292; cluster 1). Members of this cluster agree to all items except to those items, that demand the exclusion of foreigners from Germany (item af8 and af39). 

· The average (n=811; cluster 3). The authors assume that fear is the motive underlying this cluster.
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af5: 
Immigrants should practice their culture at home. They should adapt themselves to German culture when living in Germany. 

af8: 
Only Germans should live in Germany.

af39: 
Germans should not marry immigrants.

af15: 
Immigrants provoke xenophobia by their behaviour.

af23: 
Most politicians take too much care of immigrants and do not take care of Germans. 

af26: 
Some immigrants do not work hard enough. Otherwise they could enjoy the same standard of living like Germans.

af37: 
Male immigrants bother females more often than German males.

af38: 
Immigrants in Germany should not interlope if they are not liked.

af32: 
Immigrants have jobs that Germans should have.

Figure 1-4: Items used by Neumann et al. (1999) to measure xenophobia

In my opinion, the labels of the clusters are problematic, because anti-racism is regarded as a romantic attitude. 

I selected the example, because it is unusual to analyse attitude scales with cluster analysis. The example raises the question whether or not cluster analysis is superior to factor analysis and allows to discover patterns that are not captured by factor analysis. Factor analysis assumes parallel response patterns in the uni-dimensional case. Because of this, factor analysis probably would not detect cluster 1. Factor analysis and cluster analysis will be compared in chapter 4.13.

Clustering Cases II: Types of Juveniles

On the basis of the 12th Shell youth study Münchmeier (1997) extracts five clusters:

· Kids: They have no clear opinion about politics. An uncritical attitude predominates, the political interest is low. Kids are the youngest group.

· Critical, but loyal juveniles: They perceive social and economic problems, their perception of the future is pessimistic. They are interested in politics. Therefore, their political knowledge is above the average. They support institutionalized political actions avoiding conflicts. 

· Traditional juveniles: They are convinced that politics is able to solve problems. They perceive fewer social and economic problems than the average. They feel less politically alienated and less pessimistic. Their political interest is high and they prefer institutionalized means of political participation (e.g. to vote). They are labelled traditional because they affiliated with SPD and CDU/CSU as traditional political parties.

· Conventional juveniles: Juveniles of this cluster are not interested in politics. They feel highly alienated. Politics is not able to solve problems in their opinion. However, they do not perceive economic and social problems above the average. Their willingness to participate is low.

· (Not yet) integrated juveniles: These juveniles feel alienated, too. But they do not withdraw to private live. They are willing to choose conflictual forms of political participation. The future is seen pessimistic. Economic as well as social problems are perceived.

Münchmeier used the variables shown in figure 1-4a.

· gender

· age

· federal state (Bundesland)

· pessimistic view of future

· politicians are not interested in juveniles

· political alienation

· political knowledge

· institutionalized political activities

· political activities avoiding conflicts

· conflictual activities

· perception of social problems in the society

· perception of economic problems in the society

· efficiency of politics

· motivation for political action: efficiency

· motivation for political efficiency: effectiveness

· basic orientation: assertiveness 

· basic orientation: privatism

· perception of a generation conflict

Figure 1-4a: Variables used by Münchmeier

Münchmeier used socio-demographic information (gender, age, federal state) on the one hand and variables that are connected with politics (political interest, attitudes and behaviour) on the other hand. The last variables are scales derived from manifest items by scaling techniques. The scales are well documented. Figure 1-5 shows an example.

[image: image3.png]SKALA: ZUKUNFTSPESSIMISMUS / FRAGE 6

tem T Mitelwert
1. Technik und Chemie werden die Umwelt zerstoren 2,73
2. Gewalﬁétige Konflikte werden das Leben zunehmend unsicherer machen 3,10
3. (i) Wir werden einen wirtschaftlichen Aufschwung erleben 2,23
4. (i) Es wird gelingen, die Umweltprobleme zu l6sen 2,17
5. Die wirtschaftliche Krise wird sich verschéarfen 2,88

6. Es wird immer weniger Arbeitsplatze geben, noch mehr Menschen
werden arbeitsios werden _ 3,25

7. - (i) Die Menschen werden wieder friedlicher und gewaltfreier
zusammenleben 1,95

8. (i) Es wird fir alle einen angemessenen Arbeitsplatz geben,

die Arbeitslosigkeit wird verschwinden 1,59
Mittelwert Skala: 24,0 Minimum: 8
Theoretischer Mittelwert: 20,0 . Maximum: 32

Reliabilitét: Cronbach’s Alpha ry; = .77
Quelle der Skala: 10. Shell Jugendstudie, Bd. 1, S. 112 f.*

Abfragemodus:
4 = bestimmt, 3 = wahrscheinlich, 2 = wahrscheinlich nicht, 1 = bestimmt nicht.

(i) = Zur Errechnung des Punktwertes der Skala wird dieses Item invertiert.

* Die ltems 2 und 7 der Originalskala (,Die Welt wird in einem Atomkrieg untergehen* und ,In Europa werden
die Atomwaffen auf beiden Seiten abgeschafft*) wurden durch die neuen ltems 2 und 7 ersetzt. Fiir einen
Zeitvergleich kann deshalb nur auf die Werte der (ibrigen 6 Items zurtickgegriffen werden.




Figure 1-5: Example of a scale used by Münchmeier

The variables connected to politics have different ranges. Pessimism, for example, has a range from 8 to 32 points, political alienation from 5 to 20 points, and so on. The variables are incommensurable. They must be transformed for cluster analysis. Cluster analysis (more precisely the tow deterministic methods) requires equal scales.

The variables have different measurement levels, too. Federal state and gender are nominal-scaled variables, all others are quantitative (interval-scaled) variables. This kind of incommensurability must also be handled if cluster analysis (more precisely the tow deterministic methods) should be used. 

Different methods have been proposed for these problems. Some of them will be discussed in chapter 2 and chapter 7 (mixed variables). Münchmeier does not report the transformation he used. The clustering method he applied is not mentioned, too. Probably, he applied k-means because of the large sample size (n=2011). However, he reports that the technique he used computes similarities between all objects. This suggests that a hierarchical method was used. 

Clustering Cases III: Analysing Life Styles

Lechner (2001) selects leisure time preferences of juveniles (in her analysis apprentices) to identify different life styles. The variables she used are:

· Preference for a special leisure time activity. Six factors were extracted by factor analysis: artistical (creative) activities, passive activities (consumption), going to parties/discos, visiting pop concerts and playing with computers, practising sports, driving motorcycles/cars.

· Preference for a special film category. Factor analysis differentiates five categories: action, horror, entertainment, classics and other films (like Western).

· Preference for a special music style. Factor analysis distinguishes between five categories: hard'n heavy, black roots, commerce, techno/house, grufties.

Lechner found seven clusters:

· Rockers: they prefer aggressive music, they like to repair and drive with cars and motor cycles.

· Female mainstreamers: they prefer consumption and pop music.

· Balanced consumers: they combine passive and active leisure time activities.

· Athletes: sport is the most important activity, athletes have no preference for a certain music, action films are preferred. 

· The young savages: they want to make as much experiences as possible, prefer going to parties, playing computer games, etc. 

· Grufties: they prefer wave/industrial music, favour a wide range of different activities, creative arts are important to them.

· Television fans: their most important activity is watching TV, they like all kinds of films except horror films.

Lechner used k-means. The starting values were computed with Ward's method. I refer to this example because data analysis is well documented.

Some General Remarks on Life Style Research

Life style typologies are based on different sets of variables. Lechner (2001; see above) uses preferences for special leisure time activities. Very often the interest is to find a more stable and general typology that allows you to predict behaviour in the different areas of life, e.g. politics, leisure and work. The SINUS-milieus, developed by the SINUS-Institute in Heidelberg (see for example Flaig 1997), are the most prominent examples of this general approach. The SINUS-milieus are based on general value orientations. 

They are normally described by two dimensions: social status and value orientation. Social status constitutes the vertical dimension, the value orientation the horizontal one (see figure 1‑6). Five categories of social status are distinguished: lower class, lower middle class, middle class, upper middle class and upper class. The classes are characterized by different value orientations. Six value orientations are distinguished: traditionalism, materialism with status/property and consumption as two subdimensions, hedonism, post-materialism and post-modernism. The characteristic orientations of these dimensions are: 'to preserve' for conservatism, 'to have' or 'to defend' for status/property, 'to buy' and 'to consume' for consumption, 'to indulge' for hedonism, 'to be' and 'to share' for post-materialism and 'to have, to sense and to indulge' for post-modernism. It is assumed that the value orientations build one dimension so that social milieus can be visualized in a two-dimensional space. 
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Figure 1-6: The SINUS-milieus (Flaig et al. 1997: 74)

Again, the clustering method is not documented. Indicators are published. 

1.3 Criteria for a Good Classification

The main objective of clustering techniques is to compute a classification: The objects of one cluster should be similar (to each other), objects of different clusters should be dissimilar. A good classification should fulfil different criteria (Bacher 1996: 2-4, 150-154; Gordon 1999: 183-211):

Internal validity:

1. The clusters of the classification (the partition) should be homogenous: The objects that belong to the same cluster should be similar.

2. The clusters should be isolated from each other: Objects of different clusters should be different.

3. The classification should fit to the data: The classification should be able to explain the variation in the data. 

Interpretability:

4. The clusters should have a substantive interpretation: It is possible to give names to the clusters. Ideally, these names should correspond to types deduced from a certain theory. 

Stability:

5. The clusters should be stable (stability): Small modifications in data and methods should not change the results. 

External validity:

6. The clusters should be valid (external validity): The clusters should correlate with external variables that are known to be correlated with the classification and that are not used for clustering.

Relative validity:

7. The classification should be better than the null model that assumes no clusters are present.

8. The classification should be better than other classifications (relative validity).

Further criteria:

9. Sometimes the size and the number of the clusters are used as additional criteria: The number of clusters should be as small as possible. The size of the clusters should not be too small.

The criteria are not completely independent. If clusters are isolated and homogenous, the fit to data will generally (but not necessarily) be high. If the fit to data is good, the null model (no clusters are present) will probably not fit (but not automatically). 

Sometimes, one is interested only in some criteria, e.g. in criteria 1 to 4. Very often more than one good classification will be computed. One classification might fulfil criteria 1, 3, 4 and 7 best, the other partition meets criteria 1, 2, 4 and 6, and so on. However, all classifications have to fulfil criteria 4: They must be substantially interpretable. 

1.4 Typologies without Cluster Analysis

To avoid misunderstandings: Not every typology is based on a cluster analysis. Moreover, well known typologies are constructed without using cluster analysis. A prominent example is Inglehart (1979). He distinguishes four types: pure materialistic persons, pure postmaterialistic persons, mixed materialistic persons and mixed postmaterialistic persons. The types are built by a simple mathematical transformation. In the short version of his scale four items (two materialistic and two postmaterialistic ones) are ranked from most important to least important. If the two materialistic items or the two post-materialistic items are ranked first and second a pure materialistic type or post-materialistic type is assumed. In the mixed materialistic case or post-materialistic case a materialistic item is ranked first and a post-materialistic item second or vice versa.

1.5 Further Applications of Clustering Techniques

Clustering techniques compute a classification. They can also be applied to other problems in data analysis. I would like to refer to the following:

· imputation of missing values (see chapter 6.3). 

· data fusion (see chapter 6.3)

· statistical or optimal matching (see chapter 6.3)

· data mining (see chapter 6.4)

All these problems are intensively discussed nowadays. Among other methods, clustering techniques can be used to solve them. However, cluster analysis is ignored in some of these fields (imputation of missing values, optimal matching). In the other two fields cluster analysis is an important method.
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