Additional Information – 5th day

Minkowski Metric

dissimilarity measures


distance measures (triangular inequality = metric)



Minkowski Metric

Euclidean




City



others 



others


derived measures from distances (can be metric, too)


derived from correlation measures (e.g. d=(1-r)**(1/2) = metric)


others (esp. for binary data)

similarity measures


correlation measures



Pearson r



others


derived from correlation coefficient


derived from distance measures


others (esp. for binary data)

Example:

1 1 1 1 1

A

1 1 1 1 5

B

2 2 2 2 5

C

SEUCLID(A,B) = 16


SEUCLID(B,C) = 4

EUCLID(A,B) = 4


EUCLID(B,C) = 2

CITY(A,B) = 4


CITY(B,C) = 4

MINK(A,B;p=1/2;q=1) = 2

MIN(B,C; p=1/2;q=1) = 4

Minkowski Metric
p=q
implemented in CLUSTER and ALMO, not in CLUSTAN

Validation Criteria for Hierarchical Techniques

	aspect
	criteria
	test statistic in hierarchical techniques

	intern
	high homogeneity
	d-within
g=(d-between/d-within), script p. 87 ff

	
	good separation
	“Average” of dissimilarities between cluster (d-between)


	
	good model fit
	Gamma or/and cophenetic corr

WARD: explained variance


	relative
	better than the null model (solution with 1 cluster)
	WARD: explained variance (1-l(k)/l(n-1)), F-max, bootstrapping


	
	better than other models
	PRE (1-lev(k)/lev(k+1)),  

	external
	confirmation of hypothesis that include cluster membership as one variable and a further variable, not used to classify the cases
	Crosstab, chi, regression, t-test, analysis of variance, discrimination analysis


Do not use external variables (passive variables, criteria variables) to cluster cases!

Validation in ALMO

can be done within the cluster analysis module. You can distinguish between 

active variables:    A_Quantitative_V = ...; A_Ordinale_V = ...; and A_Nominale_V = ...;

passive variables:  U_Quantitative_V = ...; U_Ordinale_V = ...; and U_Nominale_V = ...;

--> Example: kmvali.alm

Selection of Appropriate Techniques

--> to find a tree representation 

---> hierarchical techniques



tree for variables = correlation coeff. and BAVERAGE, or complete/single



tree for objects = distance coeff. and WARD or BAVERAGE






     other coeff. and BAVERAGE


---> to find a classification

---> hierarchical techniques 



class. of variables = correlation coeff. and BAVERAGE




class. of objects = distance coeff. and WARD or BAVERAGE






     other coeff. and BAVERAGE



---> (large sample size

k-means or another Software)


---> to find characteristics of clusters, types, ..



---> small: WARD, (median, centroid)



---> medium and large: K-Means

Minimal Standard for Publication

· You can use SPSS

· method, dissimilarity or similarity measures (if not WARD, median, centroid, K-means), starting values (in the case of k-means)

· ties (hierarchical methods) and stability to ties (report RAND and adjusted RAND)

· influence of the order for k-means, if you used SPSS-Starting values (report RAND and adjusted RAND)

· methods to select the appropriate solution (theoretical reasons, formal reasons, ...)

· explained variance (for k-means and WARD)

You will find additional files on (end of next week)

http://www.wiso-soziologie.uni-erlangen.de/koeln
informations will be in english
bacher@wiso.uni-erlangen.de
knut@wenzig.de
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