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Note:

For further details see Bacher (1996: 198-232). Similarity and dissimilarity measures are also discussed in Everitt (1980: 12-22), Gordon (1999: 17-23) and other textbooks.

3.1 Overview

Hierarchical methods (except Ward's method, median and centroid method; see next chapter) require the specification of a dissimilarity or similarity measure. In general, four groups of dissimilarity resp. similarity measures can be distinguished:

1. Correlation coefficients, also labelled association measures.

2. Distance measures.

3. Derived measures. They are derived from correlation coefficients or from distances.

4. Other dissimilarity or similarity measures. They have been developed for special purposes, mainly for binary variables.

Distance measures are defined as
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Correlation measures are defined as
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In general, correlation coefficients and derived measures based on correlation coefficients are less useful for clustering cases. Distance measures and derived measures based on distances are less useful for clustering variables.

The selection of a similarity or dissimilarity measure depends on the measurement level of variables. 

3.2 Binary Variables

A large variety of coefficients has been developed for binary data. SPSS CLUSTER (SPSS 2001) provides 27 similarity or dissimilarity measures for binary variables. The measures for binary variables differ in the following aspects. 

1. Conjoint presence (1,1) or (+,+) is weighted differentially. 

2. Conjoint absence (0,0) or (-,-) is weighted differentially.

3. Mismatches (1,0) or (0,1) are weighted differentially.

Table 3-1 summarizes some measures using the following numbers and symbols:



case g*




presence
absence

case g
presence (1) or (+)
a = conjoint presence
b = mismatch


absence (0) or (-)
c = mismatch
c = conjoint absence

similarity coefficient
formula
example
properties

Jaccard's coeff. I
d/(d+b+c)
1/(1+1+1) = 1/3 = 0.33
Conjoint absence (0,0) is ignored.

Dice's coeff.
2d/(2d+b+c)
2SONDZEICHEN 215 \f "Symbol"1/(2SONDZEICHEN 215 \f "Symbol"1+1+1) = 2/4 = 0.50
Conjoint absence (0,0) is ignored, conjoint presence (1,1) is double weighted.

Sokal&Sneath's coeff. I
d/(d+2(b+c))
1/(1+2SONDZEICHEN 215 \f "Symbol"(1+1)) = 1/5 = 0.20
Conjoint absence (0,0) is ignored, mismatches are double weighted. 

Russel&Rao's coeff.
d/(d+a+b+c)
1/(1+1+1+1)= 1/4 = 0.25
Conjoint absence (0,0) is not evaluated as similarity, but used in the denominator.

simple matching coeff.
(d+a)/(d+a+b+c)
(1+1)/(1+1+1+1) = 2/4 = 0.50
Absence and presence as well as matches and mismatches have equal weights.

Sokal&Sneath's coeff. II
2(d+a)/(2(d+a)+b+c)
2SONDZEICHEN 215 \f "Symbol"(1+1)/(2SONDZEICHEN 215 \f "Symbol"(1+1)+1+1) = 4/6 = 0.67
Matches (conjoint absence and presence) are weighted double. 

Rogers&Tanimoto's coeff.
(d+a)/(d+a+2(b+c))
(1+1)/(3+2+2(0+1)) = 5/7 = 0.71
Mismatches are weighted double.

Table 3-1: Similarity measures for binary variables (a, b, c and d equal 1)

Further measures are:

· Correlation coefficient Phi

· Coefficient kappa (Fleiss 1981: 217-225; Bacher 1996: 204-206)

· City block distance

· Euclidean distance

· Squared Euclidean measure

For binary variables the last three measures are equal and distance measures.

3.3 Nominal Variables

The following measures can be used for nominal variables, if cases are clustered:

· Simple matching coefficient

· Coefficient kappa for nominal variables (Fleiss 1981: 218-220; Bacher 1996: 212)

· City block metric

· Squared Euclidean distances

For clustering variables, Cramer's V and other association coefficients can be used, too.

3.4 Ordinal Variables

Measures for ordinal variables are:

· Correlation coefficients, like Kendal's tau or Gamma

· City block metric (has an ordinal interpretation)

· Coefficient kappa for ordinal variables

Special measures are:

Canberra Metric (dissimilarity coefficient):
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Jaccard's coefficient II (similarity coefficient):
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3.5 Quantitative Variables

Pearson's r can be used as a similarity or correlation measure. 

Among the distance measures the following ones are used frequently:
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3.6 Mixed Levels

see chapter 6.

3.7 Symbolic Variables

Cases can be described by more general data. Gordon (1999: 136) refers to the following categories:

1. Variables can take more than one value or belong to more than one category.

2. Variables can be defined to belong to a specified interval of values.

3. Variables can be defined by continuous or discrete distribution.

Example: Households are clustered. Each household has a certain age distribution (case 3). The income can vary within a certain interval (case 2) and the household members can have different educational levels (case 1).

Similarity and dissimilarity measures for these cases are discussed in Gordon (1999: 136-142).

3.8 Missing Values

Methods to handle missing values are:

· Listwise deletion excludes a case from the analysis, if one or more variables are missing. If many variables are used to cluster cases, the number of cases may be reduced dramatically. 

· Pairwise deletion uses all available information. A case is only eliminated, if the number of missing values exceeds a certain threshold. 

· Estimating missing values with imputation techniques (see Rubin 1987, Little and Rubin 1987, Gordon 1999: 26-28).

Table 3-2 shows an example. Case g has a missing value in X4, case g* in X3. Both cases would be eliminated by listwise deletion of cases. In contrast to this, pairwise deletion of values would use the Variables X1, X2 and X5 and compute a mean or re-scaled similarity or dissimilarity measure using the following formula: 
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where 
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Using the city block metric, the distance between the two cases amounts to 2 (=6/3). The distance can be re-scaled to the original number of variables by multiplying the result with 5 or more generally by 
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case
X1
X2
X3
X4
X5
SUM

g
2
1
2
MIS
6
-

g*
1
5
MIS
1
5
-

w(g,g*),j
1
1
0
0
1
3

d(g,g*),j (a)
1
4
-
-
1
-

w(g,g*),j * d(g,g*),j
1
4
0
0
1
6

d(g,g*)=6/3=2

(a) city block metric was used

Table 3-2: Pairwise deletion of missing values

Kaufman (1985) studied the effect of different treatments of missing values for Ward's method. Listwise deletion results in fewer misallocation of cases than pairwise deletion. However, the differences between the two methods were small. No simulation studies for other hierarchical methods or for k-means are known to me. 

Perhaps, the following two step cluster analysis would result in fewer errors:

1. Use listwise deletion in a first step. Compute the clusters.

2. Assign the cases with missing values to the nearest cluster.

This algorithm has not yet been tested. Therefore, experiences of performance are not available. According to the simulation results of Kaufman, the algorithm should perform better than listwise or pairwise alone, because the proposed procedure combines the advantages of both methods. In the first step listwise deletion is used resulting in fewer misclassification. In the second step additional cases are assigned. Some of them will be assigned correctly. 

3.9 Tests for the Absence of a Class Structure 

This chapter describes a simple test for the absence of a class structure. The test uses the distribution of similarity and dissimilarity measures assuming the null model that all cases belong to the same population. The steps of the test are:

1. Pick up randomly a pair of cases g and g* and compute the similarity or dissimilarity measure. Delete the cases for further computation.

2. Repeat the first step q times. 

3. Test, if the distribution of the computed similarities or dissimilarities differs significantly from the known null distribution. If this is the case, the null hypothesis 'all cases belong to the same population' resp. 'no class structure is present' can be rejected.

Known distributions for the null model are (see table 3-3):

· The squared Euclidean distances have a chi-square distribution in the case of quantitative standardized and independent variables.

· The Euclidean distance and the city block metric have a normal distribution in the case of quantitative standardized and independent variables.

· The city block metric and the simple matching coefficient have a binomial distribution in the case of binary independent variables.


distribution
mean
variance

quantitative standardized variables

city block metric (a)
normal
1.14SONDZEICHEN 215 \f "Symbol"m
0.73SONDZEICHEN 215 \f "Symbol"m2

Euclidean distance
normal
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chi square
2SONDZEICHEN 215 \f "Symbol"m
8SONDZEICHEN 215 \f "Symbol"m

m = number of variables

(a) Deduced from simulation results reported in Schlosser (1976: 126-128, 282-284). 

For further details see Bacher (1996: 208-209, 235).

Table 3-3: Distribution of distance measures

More general tests are described by Gordon (1999: 226). The test statistic mentioned above can be computed with a syntax programme in SPSS. The steps are:

1. Generate a random variable and sort the cases using the random variable.

2. Split the data matrix in two data matrices.

3. Match the two files.

4. Compute Euclidean distance (or another measure with a normal or binomial distribution) for each pair. Note: SPSS does not include a test for chi square distribution.

5. (Compute the frequency distribution) and test, whether the distribution is normal or binomial. Kolmogorov-Smirinov's one-sample test can be used for this purpose. Use the theoretical mean and the theoretical standard deviation according to table 3-3.

The syntax is reported in the appendix. Because of the randomised order of the cases your results may differ. The results are:
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The empirical distribution deviates significantly from the null model ('normal distribution'). The conclusion can be drawn that a cluster structure is present.
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Appendix syntax: apriori.sps

get file="c:\texte\koeln\spss\km1.sav".

des var=pessi inter trust alien normless viol green spd cdu csu safe /save.

compute xx=rv.uniform(0,1000).

sort cases by xx.

compute set2=0.

compute set2a=lag(set2).

if (set2a eq 0) xx=lag(xx).

if (set2a eq 0) set2=1.

execute.

temp.

select if (set2 = 0).

save outfile="c:\texte\koeln\spss\data1.sav".

execute.

temp.

select if (set2 = 1).

compute zpessi2=zpessi.

compute zinter2=zinter.

compute ztrust2=ztrust.

compute zalien2=zalien.

compute znorm2=znormles.

compute zviol2=zviol.

compute zgreen2=zgreen.

compute zspd2=zspd.

compute zcdu2=zcdu.

compute zcsu2=zcsu.

compute zsafe2=zsafe.

save outfile="c:\texte\koeln\spss\data2.sav".

execute.

match files

    file="c:\texte\koeln\spss\data1.sav"

   /file="c:\texte\koeln\spss\data2.sav"

   /by xx

   /map.

execute.

compute dd =(zpessi - zpessi2)**2 + 

            (zinter - zinter2)**2 +

            (ztrust - ztrust2 )**2 +

            (zalien - zalien2)**2 +

            (znormles -  znorm2)**2 +   

            (zviol - zviol2)**2 +

            (zgreen - zgreen2)**2 +

            (zspd - zspd2)**2 +

            (zcdu - zcdu2)**2 +

            (zcsu - zcsu2)**2 +

            (zsafe - zsafe2)**2.

compute dd=sqrt(dd).

FREQUENCIES

  VARIABLES=dd

  /NTILES= 10

  /STATISTICS=STDDEV MINIMUM MAXIMUM MEAN SKEWNESS SESKEW KURTOSIS SEKURT

  /HISTOGRAM  NORMAL

  /ORDER=  ANALYSIS .

NPAR TESTS

  /K-S(NORMAL,4.583,1)= dd

  /MISSING ANALYSIS.
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