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Note: For a detailed discussion on this topic see Bacher (1996: 173-191). The problem is also discussed in Everitt (1981: 9-12) and Gordon (1999: 23-28).

2.1 Incommensurability

Cluster analysis requires commensurable variables. The variables must have equal scales. This assumption is violated in the following situations:

· All variables are quantitative, but have different scales (e.g. AGE and INCOME are used).

· The variables have different measurement levels (e.g. AGE (=quantitative), GRADE (=ordinal) and BRANCH OF STUDY (=nominal) are used).

· The variables are hierarchical. The occurrence of one variable depends on another variable (e.g. OCCUPATIONAL LEVEL depends on OCCUPATIONAL STATUS).

In addition, substantive consideration may result in the opinion that variables are incommensurable (Fox 1982).

This chapter concentrates on the first case. The second case will be discussed in chapter 6. If variables have different scales a transformation to an equal scale is necessary. Different approaches are possible:

· Theoretical or empirical standardization

· Theoretical or empirical transformation to [0,1]

Theoretical or Empirical Standardization (or z-transformation)
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 is the empirical mean of variable i, 
[image: image3.wmf]i

s

the empirical standard deviation. The theoretical scale values are 
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 are not population parameters, they are derived from the property of the scale. Figure 2-1 shows the difference.

Theoretical or Empirical Transformation [0, 1] ( or [0, 1]-transformation)
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 is the empirical minimum of variable i, 
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the empirical maximum. The theoretical scale values are 
[image: image11.wmf]i

a

 and 
[image: image12.wmf]i

b

. The theoretical values are derived from the scale.

scale used in a survey         (
results of a survey

1 = strongly agree
strongly agree (1) = 35%

2 = agree
agree (2) = 45%

3 = disagree
disagree (3) = 20%

4 = strongly disagree
strongly disagree (4)  = 0%

         (
theoretical scale values
          (
empirical scale values

mean = 2.5
mean = 1.850

standard deviation = 1.12
standard deviation = 0.73

minimum = 1
minimum = 1

maximum = 4
maximum = 3

Figure 2-1: Theoretical and empirical scale values

The formulas for computing the theoretical scale values are shown in figure 2-2. Three scale types are distinguished:

· Scale type I: Variables with continuous values in a given interval, e.g. percent of votes for party A.

· Scale type II: Variables with discrete equidistant values, e.g. response categories of an attitude scale.

· Scale type III: Variables with discrete, but not equidistant values, e.g. frequency for a certain leisure activity: 7.0 = daily, 3.5 = several times a week, 1.0 = weekly, 0.2 = less.



scale types
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mi = number of categories of variable, Xij = scale value of category j of variable i.

Figure 2-2: Computation of theoretical scale values

In total, four methods can be differentiated:

· theoretical standardization (theoretical z-transformation)

· theoretical normalization to [0,1] (theoretical [0,1]-transformation)

· empirical standardization (empirical z-transformation)

· empirical normalization to [0,1] (empirical [0,1]-transformation)

Empirical normalization to [0,1] has proved to be superior to other standardization methods in a simulation study done by Milligan and Cooper (1988). However, a theoretical and empirical [0,1]-transformation can be problematic. Categories with different content can get equally transformed values (see chapter 5). Therefore, a general answer to the question 'which method should be used' is not possible. 

A theoretical standardization has the following advantages:

· The standardized scale values have a clear interpretation. A positive or a negative sign indicates, for example, a positive or negative attitude. In the case of an empirical standardization a negative (or a positive) sign can indicate a positive (or a negative) attitude.

· Variables that separate clusters well are not lower weighted in the classification process. This unwanted effect occurs, if variables are empirically standardized. 

However, a high variance in one variable does not necessarily imply good separation. Measurement errors can also result in high variances. Empirical standardization is to be prefered for these variables because they are lower weighted and measurement errors cannot destroy the structure. Another advantage of empirical standardization is the fact that some statistical tests require empirical standardized values.

Practically, it is difficult to decide whether high variances indicate good separation or high measurement errors. Being confronted with the two possibilities in practice (theoretical or empirical standardization), taking the right decision is not easy. However, the question 'theoretical or empirical standardization or normalization' should not be overestimated. Another simulation study by Milligan (1980) suggests that the negative effect of standardization (lower weighting of 'good' variables) is small.

Please take into consideration that a theoretical standardization or normalization is not applicable in all situations. It requires that the scale values, the minimum and maximum of a variable, are defined theoretically. This assumption can be violated, if, for example, economic growth is used. Economic growth has no theoretical minimum or maximum.

Technically, the transformations can be performed by COMPUTE statements in SPSS. The empirical scale values can be computed with the procedures FREQ or DESC. DESC enables you also to save empirically standardized variables (see chapter 5) and can be used to standardize variables instead of COMPUTE statements. 

The CLUSTER procedure (agglomerative hierarchical techniques) offers different standardization methods, too (see figure 2-3). Therefore, it is not necessary to use COMPUTE statements or to run DESC in advance. Unfortunately, QUICK CLUSTER (k-means) does not provide such possibilities. CLUSTAN and ALMO provide standardization procedures for agglomerative hierarchical techniques and k-means. CLUSTAN is the most powerful one in this aspect. However, a syntax language is not integrated in CLUSTAN. Therefore, SPSS and ALMO are more flexible.


SPSS
CLUSTAN
ALMO

empirical standardization
yes, but only in CLUSTER
yes, for all techniques
yes, for all techniques

theoretical standardization
no
yes, via the definition of weights for all techniques
yes, via the definition of weights for all techniques

empirical normalisation
yes, but only in CLUSTER
yes, for all techniques
yes, via the definition of weights

theoretical normalization
no
yes, via the definition of weights for all techniques
yes, via the definition of weights

additional methods
yes, but only in CLUSTER
yes
yes

transformation via syntax possible
yes
no
yes

Figure 2-3: Transformation techniques offered by different software

2.2 Original Variables or Derived Variables?

Two approaches can be applied, if cases are clustered: 

· to use original collected variables or

· to use derived variables.

The second strategy has the following advantages:

· Measurement errors are lower for derived variables. Because of that fewer irrelevant variables (like measurement errors) - eventually destroying the cluster structure - are entering the classification process.

· Interpretation is facilitated. Instead of p variables (e.g. 100) only q derived variables (e.g. q = 10) are used and have to be interpreted. 

Sometimes, original variables are easier to interpret. So they can be used for interpretation as descriptive or passive variables, but they are not used for classification. Examples (see chapter 1): Münchmeier as well as the SINUS-Institute use variables to describe the clusters that were not used for clustering. This is as long legitimate as the user is informed which variables are used in classification and which variables are used only to describe the clusters.

However, the method used depends on the question analysed. If response patterns to one scale are to be analysed (as in the case of Neumann et al., see chapter 1) the original items have to be used. 

Methods to obtain derived variables can be:

· Classical test theory (reliability analysis) for ordinal, quantitative and binary variables.

· Factor analysis for ordinal, quantitative and binary variables. In the case of binary variables, item difficulties should not vary too much. 

· Scaling procedures for binary (or ordinal) variables, if items differ in difficulties, like Rasch scaling, Mokken scaling.

· Multiple correspondence analysis for nominal variables.

Reliability analysis, factor analysis and multiple correspondence analysis are available in SPSS. The procedures are: RELIABILITY, FACTOR and HOMALS. Rasch scaling, Mokken scaling or other scaling techniques for binary data are not provided. For example, they are available in ALMO. CLUSTAN does not provide scaling techniques.
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