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Note:

This chapter and the following one is based on Bacher (1996: 141-166, 238-278, 297-308). Hierarchical methods are also described in Everitt (1981: 24-34) or Gordon (1999: 78-90).

4.1 Basic Ideas, Algorithms and Methods

Hierarchical clustering techniques build clusters step by step. There are two main approaches: 

· Divisive hierarchical techniques

· Agglomerative hierarchical techniques

Divisive methods start with the assumption that all objects are part of a single cluster. The algorithm splits this large cluster step by step until each object is a separate cluster. Agglomerative methods start inversely. Each cluster consists of one object. The clusters are combined step by step. In each step those two clusters with the smallest dissimilarity or the highest similarity are merged. Iteration continues until all objects are in one single cluster. Figure 4-1 visualizes the difference between the two methods.
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Figure 4-1: Main idea of hierarchical techniques

In general, SPSS and other statistical software packages offer hierarchical agglomerative procedures. Therefore, we will concentrate on these techniques.

Agglomerative hierarchical methods require a similarity or dissimilarity matrix of objects (if objects are clustered) or cases (if cases are clusters). For some methods one of a large variety of similarity or dissimilarity measures (see chapter 3) can be selected, for other methods one measure must be used. The techniques with a fixed dissimilarity measure are: Ward's, median and centroid linkage. These methods require squared Euclidean distances. 

The methods differ in the way similarities or dissimilarities are re-computed after two clusters are merged. In figure 4-2 the formulas are summarized. It is not important to know the formulas in detail. They are only to show the basic ideas of the methods. The following notation was used:
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Formula for the re-calculation of dissimilarities  and similarities (a)
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single linkage
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average linkage

(not available in SPSS)
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weighted average linkage

(BAVERAGE in SPSS)
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within average linkage (b)

(WAVERAGE in 

SPSS)
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median linkage
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centroid linkage
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Ward's linkage
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(a) Steinhausen and Langer (1977: 77), Gordon (1999: 78-79), Everitt (1981: 33-34)

(b) Within average linkage requires a further modification. In step k those two clusters are combined that minimize 
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Figure 4-2: Re-calculation of dissimilarities and similarities for different hierarchical clustering techniques

As figure 4-2 shows, complete linkage and single linkage are extreme procedures with completely different properties. Complete linkage uses a max function. This results in a very strong definition of the homogeneity of clusters: The largest dissimilarity between all objects of one cluster should be less than a certain value. Due to this property complete linkage is labelled as farthest or furthest neighbour method. The farthest neighbour of each object should have a distance less than a certain value. In contrast to these requirements single linkage only requires that the nearest neighbour is located within a certain distance. Therefore, the method is called nearest neighbour. Both methods can be used for similarity or dissimilarity measures.

The advantage of both procedures is their invariance against monotonic transformation of the dissimilarities or similarities. The results do not change, if the dissimilarities or similarities are – for example – squared, or if we take the log. The disadvantage is the extreme conception of homogeneity of a cluster. Single linkage leads to chaining (Everitt 1981: 67-68) and may result in too few large and heterogeneous clusters. Complete linkage results in dilatation (Gordon 1999: 88) and may produce too many clusters. Averaging methods, like average linkage, weighted average linkage, within average linkage, try to avoid these effects. They do not use the min or max function. They compute some kind of average. The following synonyms are used (Bacher 1996: 274):

· Simple average linkage, weighted average linkage, weighted pair group average method (=WPGMA) for average linkage

· Group average, unweighted pair group average method (=UPGMA), group (weighted) average, average linkage, between groups method (SPSS) for weighted average linkage

· Average-Linkage Within Groups (SPSS) for within average linkage

The last three methods (median, centroid and Ward) in figure 4-2follow a different logic. They make two assumptions:

· a data file (cases and variables) exists (all other methods require only a dissimilarity or similarity matrix that can be computed from a data file but that can be observed directly too)

· clusters can be described by their centres (means in the variables). 

The centres are computed step by step so that a certain criteria is minimized or maximized. Ward´s method (also called incremental sum of squares method) minimises the within sum of squares, the centroid method and median method select in each step those clusters whose centres are closest. They differ in the way the centres are calculated. The methods are primarily designed for clustering cases. Squared Euclidean distances must be used. This means: interval-scaled variables or variables that can be treated as interval-scaled are necessary and the distances are weighted implicitly. A larger distance in one variable has a higher weight than small distances in many variables. 

The results of hierarchical methods are usually summarized in an agglomeration schedule. Figure 4-4 shows the structure of such a schedule. Five objects with the following dissimilarities were clustered with complete linkage (see figure 4-3). 


object 1
object 2
object 3
object 4
object 5

object 1
0.0





object 2
1.0
0.0




object 3
2.0
3.0
0.0



object 4
8.0
9.0
10.0
0.0


object 5
11.0
12.0
13.0
5.0
0.0

A higher value indicates a higher dissimilarity. Object 1 and 2 are more similar than object 1 and 5, for example.

Figure 4-3: Dissimilarity matrix for five objects


Clusters combined



Step or Stage
Cluster 1
Cluster 2
Level or Coefficient

1
1
2
v1, e.g. 1.0

2
1
3
v2, e.g. 3.0

3
4
5
v3, e.g. 5.0

4
1
4
v4, e.g. 13.0

Figure 4-4: The structure of an agglomeration schedule

The agglomeration schedule contains the following information:

· In the first step the cluster to which object 1 belongs is combined with the cluster to which object 2 belongs. The two clusters are merged at a level v1. In the example the level is 1.0. 

· In the second step the cluster to which object 1 belongs is combined with the cluster to which object 3 belongs at a level of 3.0. Note that the schedule only enumerates the first object of a cluster. Cluster 1 in step 2 actually consists of two objects, namely object 1 and 2 that have been merged in the first step.

· In step 3 the clusters to which object 4 and 5 belong are combined at a level of 5.0. 

· In step 4 the clusters to which object 1 and object 4 belong are amalgamated. All objects are now in one single cluster because cluster 1 consists of the object 1, 2 and 3 and cluster 2 contains objects 4 and 5. The clusters are merged at a level of 13.0.

The schedule does not inform us which objects belong to a cluster. However, this information may be deduced from the schedule. Its main purpose is to inform about the process and to give some hints about the number of clusters. The agglomeration levels should continuously increase (if dissimilarities are used) or decrease (if similarities are analysed). However, not all techniques have this property. They may cause reversals of the levels: Dissimilarities increase until a certain step is reached, after this step the level decreases and increases again. Methods with reversals are: Median linkage, centroid linkage (Gordon 1999: 87) and within average linkage (Bacher 1996: 273).

Some computer programmes provide additional information. SPSS shows at which step a cluster appeared first and in which further step it will be merged with another cluster (see Figure 4-5). 
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Figure 4-5: SPSS output

Unfortunately, SPSS does not record the number of clusters, the increase of dissimilarities or the decrease of similarities and ties. Ties can influence the results (Gordon 1999: 78). They occur, if more than one pair of 'most similar' clusters are present in a certain step. 

The interpretation of the agglomeration level depends on the method used. As shown in figure 4-6, average and median linkage are difficult to interpret. All other methods have a clear interpretation.

Method
Interpretation of agglomeration level vi

complete linkage
The maximum dissimilarity between all objects of one cluster is vi.

single linkage
For each objet in one cluster a second object with a maximum distance of vi exists.

average linkage

(not available in SPSS)
vi is the dissimilarity between the two combined clusters if it is assumed that the clusters have equal size during the whole agglomeration process. 

weighted average linkage (BAVERAGE)
vi is the dissimilarity between the objects of the two combined clusters.

within average linkage (b)

(WAVERAGE)
vi is the average dissimilarity between the objects of the new built cluster. We additionally now that the average dissimilarities between the objects within all clusters are less or equal vi.

median linkage
vi is the squared Euclidean distance between the centres of the two combined clusters. The centres are computed under the assumption that the clusters are of equal size. 

centroid linkage
vi is the squared Euclidean distance between the centres of the two combined clusters.

Ward's linkage
vi is the increase of the within cluster sum of squares. SPSS and other programmes print the within cluster sum of squares.

Figure 4-6: Interpretation of agglomeration levels

The agglomeration schedule can be visualized by a so called dendrogram. Figure 4-7 shows the dendrogram for the agglomeration schedule of figure 4-4.

 Dendrogram using Complete Linkage

                         Rescaled Distance Cluster Combine

    C A S E      0         5        10        15        20        25

  Label     Num  +---------+---------+---------+---------+---------+

  Case 1      1   
  Case 2      2          
  Case 3      3                                          
  Case 4      4   
  Case 5      5   

Figure 4-7: Dendrogram of the results of figure 4-4

The dendrogram shows which objects are combined in which step. In the example object (Case) 1 and 2 are combined in the first step. In the second step object 3 is merged into the cluster built by object 1 and 2. In the third step object 4 and 5 are combined. Finally all objects are combined to one cluster. 

The question 'how many clusters are in the data?' is difficult to answer. Frequently, the number of clusters is determined on the basis of the dendrogram. The user marks the number of 'small' hills (clusters) that combine objects at a low distance level. In figure 4-5 we see immediately one hill (Cluster built by case 1, 2 and 3). However, if also the second cluster (object 4 and 5) is a small hill, it is already difficult to decide. Nonetheless this method usually provides good results.

An inspection of the agglomeration levels is another frequently applied approach. The levels are read downwards starting with step 1. The user looks for a sharp increase (if dissimilarities are clustered) or decrease (if similarities are clustered) of the agglomeration levels. In figure 4-5 a considerable increase occurs between step 3 and 4. Therefore, step 3 is accepted as a best cut because step 4 increases the agglomeration level to much. Step 3 corresponds to the solution with two clusters. Cluster 1 contains object 1, 2 and 3, cluster 2 object 4 and 5.

The method described above can be applied graphically in the so called inverse scree test. A plot is constructed in this test (it is not a test in a statistical sense!). The x-axis contains the number of clusters, the y-axis the agglomeration levels. A sharp increase in the agglomeration schedule results in an elbow knick. In our example a knick occurs at two clusters (see figure 4-6). Therefore two clusters will be selected.


Figure 4-8: Scree diagram of the agglomeration schedule of figure 4-4

The methods usually do not result in a unique solution. It may be difficult to determine the number of hills or to decide if a cluster is a small hill. Very often two or more sharp increases or elbow knicks exist. In this situation it is difficult to select one cut. Strictly speaking, the first elbow should by chosen. But this decision may result in too many clusters. These problems will be discussed in Chapter 4-7.

Agglomerative hierarchical clustering techniques use a simple and easy to understand algorithm. Clusters are built step by step. Different methods with different properties exist. A general answer to the question, which technique should be used, cannot be given. The answer depends on the data used and the analysed question. An important distinction is the question whether cases or variables are clustered. 

When students or users ask me, which methods they should apply for clustering cases I usually recommend Ward's linkage, if interval-scaled variables are analysed or if the variables can be treated as interval scaled. There are the following reasons for my advice (see figure 4-9 for the following argumentation):

· Ward's linkage uses a criteria that is well known from other statistical procedures, namely within cluster sum of squares. But remember: Ward's linkage does not minimize within sum of squares for a certain solution, e.g. for 4 clusters. It minimizes the increase and may result in a solution with a within cluster sum of square greater than the minimum. This minimum may be reached by k-means clustering.

· There is a clear interpretation of the agglomeration levels. (Which is, for example, not the case for median linkage).

· Ward's linkages guaranties a continuous increase of the agglomeration level. (Which is, for example, not the case for centroid and median method).

In order to test the stability of Ward's linkage I recommend baverage, complete and single linkage and a split of the population.

Squared Euclidean distances must be used as a dissimilarity measure for Ward's method. If a user wants to select another similarity or dissimilarity measure I propose baverage linkage for the following reasons:

· Average linkage is difficult to interpret and the other average method may result in reversals.

· Single and complete linkage use too extreme definitions of cluster homogeneity resulting in too few heterogeneous or too much homogenous clusters. However, both methods should be used to test stability.

For clustering variables I also recommend baverage linkage. 

I only would like to suggest single or complete linkage, if the results should be invariant against monotonic transformation. However, different philosophies exist and another expert may recommend single or complete linkage because of this invariance property. It is advisable to decide according to the weight of the different properties of the techniques (see figure 4-9). Gordon (1999: 99) reports a slightly different table.

Method
can be used for cluster​ing cases
useful for cluste​ring variables
different dissimi​larity and simi​larity measures 
agglomera-tion level has a clear inter​pretation
avoids chaining  or dilatation
avoids reversals

(d)
invariant to mono​tonic transfor​mation 

complete linkage
yes
yes
yes
yes
yes (a)
yes
yes (e) 

single linkage
yes
yes
yes
yes
yes (b)
yes
yes (e) 

average linkage
yes
yes
yes
no
no
yes
(yes (f))

weighted average linkage
yes
yes
yes
yes
no
yes
no

within average linkage 
yes
yes
yes
yes
no
no
no

median Linkage
yes
no
no
no
(no) (c) 
no
no

centroid Linkage
yes
no
no
yes
no
no
no

Ward's Linkage
yes
no
no
yes
no
yes
no

(a) chaining occurs (see text), (b) dilatation occurs (see text), (c) tendency to chaining (Gordon 1999: 67), (d) see text, (e) invariant to monotonic transformation of dissimilarities resp. similiarities (Bacher 1996: 146), (f) invariant to linear transformation of dissimilarities resp. similarities (Bacher 1996: 271)

Figure 4-9: Properties of hierarchical clustering techniques

4.2 A first Application – Clustering Variables

As a first application we are going to replicate Neumann´s et al. results on the perception of different youth cultures (see chapter 1.2). A survey on apprentices will be used. Eight groups (youth cultures) were presented in a list. The respondents were to mark the groups they like. 77 respondents gave no answer. This reduces the valid number of cases from 620 to 543. Football fans or more general sport fans and motor cycle /car fans are the most popular (see table 4-1). In contrast to these groups, violent groups (autonomous groups/squatters/punks, neo-nazis/skins and hooligans) are the most unpopular ones.

variable
label
rel. frequencies

(n=543)

v39.01
autonomous groups/squatters/punks
8,5%

V39.02
computerfreaks
21,4%

v39.03
neo nazis/skinheads
8,3%

v39.04
football fans, sport fans
38,4%

v39.05
hooligans
6,5%

v39.06
motorcycle and car fans
33,6%

v39.07
techno-fans
22,3%

v39.08
human right or enviromental activists
26,4%

Table 4-1: Popularity of different youth cultures

We intend to cluster variables, not cases. Each variable presents one object for classification. The aim of the analysis is to answer the question 'which groups are seen similar and belong to the same cluster (culture in this application)?'. 

On the basis of the results of Neumann et al. we expected five clusters (see table 4-2): a right wing youth culture (built by the two variables 'neo nazis/skins' and 'hooligans'), a hard youth culture (built by the variable 'autonomous groups/squatters/punks') and a soft youth culture (built by the variable 'human right and environmental activists'). In addition to Neumann et al. we assume additional clusters: one cluster formed by the two variables 'sport/football fan' and 'motor cycle/car fan' and another cluster combining the two variables 'techno fans' and 'computerfreaks'. The first cluster represents a traditional lower class culture, the second perhaps a culture that is labelled as @-cultures. In contrast to Neumann et al. the popularity of pop groups was not examined. So this cluster will not be reproduced.

Cluster 
variables building the cluster

clusters reported in Neumann et al.

right wing youth cultures
neo-nazis/skins (V39.03)

hooligans (V39.05)

hard youth cultures
autonomous groups/squatters/punks (V39.01)

soft youth cultures
human right or environmental activists (V39.08)

(pop cultures
not asked in this scale)

additional clusters (youth cultures not asked in Neumann et al.)

traditional lower class culture
sport/football fans (V39.04)  

motor cycle/car fans (V39.06)

@-cultures
techno fans (V39.07) 

computerfreaks (V39.02)

Table 4-2: Expected clusters

We decided to use 

· Between average linkage (BAVERAGE) and 

· Pearson's correlation r as similarity measure. 

BAVERAGE was used as clustering technique in order to avoid chaining (single linkage) and dilatation (complete linkage). In contrast to other average methods the agglomeration levels can be interpreted clearly and reversals are avoided (see chapter 4.1). 

Pearson's correlation r is equivalent to the phi-coefficient in this application because the variables are dichotomous ('yes' or 'no'). The correlation coefficient was selected because variables are clustered and we were not interested in size effects that arise in distance functions (see chapter 3). 

After selecting the clustering technique and the similarity measure we specified the following syntax programme:

GET FILE="c:\texte\koeln\spss\jkult.sav".

CLUSTER  v39.01 v39.02 v39.03 v39.04 v39.05 v39.06 v39.07 v39.08

  /METHOD baverage

  /MEASURE= Correlation 

  /PRINT SCHEDULE CLUSTER(2,8)

  /PRINT DISTANCE

  /PLOT DENDROGRAM.

The first command reads the data file. The second specifies the cluster analysis. BAVERAGE (between average linkage) is defined as clustering method and the correlation coefficient as similarity measure. The variables are V39.01 to v39.08. The last three subcommands define the output. SPSS will print: the agglomeration schedule, the membership of the objects in the case of 2 to 8 clusters, and the distance matrix (in our example the correlation matrix of variables). A dendrogram will be plotted, too.

The syntax can either be generated by some mouse clicks or by writing the commands immediately in the syntax window.


Clusters Combined
Coefficient
Stage Cluster First Appears
Next Stage
 
Stage
Cluster 1
Cluster 2
 
Cluster 1
Cluster 2
 
 
1
618
619
1,000
0
0
2
 
2
1
618
1,000
0
1
6
 
3
614
617
1,000
0
0
6
 
4
535
616
1,000
0
0
68
 
5
555
615
1,000
0
0
52
 
6
1
614
1,000
2
3
10
 
7
338
613
1,000
0
0
403
 
8
603
612
1,000
0
0
15
 
.
.





 
538
1
20
,000
537
0
539
 
539
1
16
,000
538
0
540
 
540
1
8
,000
539
0
541
 
541
1
4
-,038
540
468
542
 
542
1
5
-,143
541
533
0
 
Table 4-3: Cluster analysis results (agglomeration schedule) obtained form a first specification

The results do not correspond to our expectation. SPSS reports a very long agglomeration schedule (see table 4-3). The reason: The programme clustered cases, not variables. 

Two possible approaches solve this problem:

· Transposing the data file using the FLIP command.

· Using PROXIMITY. SPSS uses this solution automatically, if you select the option 'clustering of variables' in CLUSTER.

Both approaches will be discussed. 

The SPSS FLIP command allows you to transpose the data file. The syntax in our example is:

FLIP

  VARIABLES=v39.01 v39.02 v39.03 v39.04 v39.05 v39.06 v39.07 v39.08  .

The new (transposed) data file consists of eight cases. Case 1 is the first variable (=V39.01), case 2 the second variable (=V39.03), and so on. The 'old' cases are the 'new' variables. The old data file contained 620 cases. Therefore, the new data file has 620 variables. VAR001 is the first case, VAR002 the second, and so on. SPSS additionally generates a variable labeled as CASE_LBL. This variable contains the names of the variables. CASE_LBL is used to identify the cases in cluster analysis. 

We reran CLUSTER with the following specification:

CLUSTER  var001 to var620

  /METHOD baverage

  /MEASURE= Correlation 

  /PRINT SCHEDULE 

  /PRINT DISTANCE

  /ID case_lbl

  /PLOT DENDROGRAM.

The results are still disappointing. SPSS produces the WARNING that there are not enough cases left for cluster analysis and stops the analysis. The reason: SPSS CLUSTER deletes missing values listwise (see chapter 3.8). One case is eliminated, if there are missing values in one or more variables (cases in our example). Because of this a person (=variable in our example), who does not answer the question causes missing values in all variables (=cases in our example). This results in the elimination of all cases. 

We reran the analysis with the following specification: 

get file="c:\texte\koeln\spss\jkult.sav".

compute valid=sum.8(v39.01 to v39.08).

fre var=valid.

select if (valid >= 0).

fre var=valid.

FLIP

  VARIABLES=v39.01 v39.02 v39.03 v39.04 v39.05 v39.06 v39.07 v39.08.

CLUSTER  var001 to var541

  /METHOD Baverage

  /MEASURE= CORRELATION

  /PRINT SCHEDULE 

  /PRINT DISTANCE

  /ID case_lbl

  /PLOT DENDROGRAM.

After reading the data file the sum of the eight variables is computed and stored in the variable VALID. VALID has values between 0 and 8 and SYSMIS, if one variable has a missing value. The first FREQ command reports the distribution. The cases with valid answers (no missing values) are selected by the SELECT-IF command in the next step. The next FREQ command checks, if SELECT IF works correctly. The frequencies should not include the category SYSMIS. 

Figure 4-10 reports the final results. A first inspection shows that everything is correct now. The variables are clustered now.

The procedure PROXIMITY offers an alternative approach to the FLIP command. It enables you to compute a similarity or dissimilarity matrix of cases or variables. The matrix could be saved as a data file for CLUSTER or other procedures. The syntax for our example is:

get file="c:\texte\koeln\spss\jkult.sav".

Proximities v39.01 to v39.08

    /view = variable

    /measure=corr

    /matrix=out("c:\texte\koeln\spss\jk.mat").

CLUSTER  v39.01 to v39.08 

  /METHOD Baverage

  /PRINT SCHEDULE 

  /PRINT DISTANCE

  /ID = varname_

  /matrix in("C:\texte\koeln\spss\jk.mat")

  /PLOT DENDROGRAM.

PROXIMITY computes the dissimilarity resp. similarity matrix of variables (VIEW = VARIABLES). The correlation coefficient is used as similarity measure. The similarity matrix is stored in an external file ('c:\ koeln\spss\output\jk.mat'). CLUSTER reads this matrix as input file. The results are identical to those obtained for the FLIP command. The use of PROXIMITIES is more elegant and avoids the problem of eliminating missing cases. However, the SAVE subcommand in CLUSTER is not available. This subcommand may be needed for further analysis, e.g. for testing stability (see chapter 4.4).
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Agglomeration schedule using BAVERAGE
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Dendrogram using Average Linkage (Between Groups)

                         Rescaled Distance Cluster Combine

    C A S E      0         5        10        15        20        25

  Label     Num  +---------+---------+---------+---------+---------+

  V39.03      3   
  V39.05      5                                                
  V39.02      2     
  V39.07      7               
  V39.04      4      
  V39.06      6              
  V39.01      1   
  V39.08      8   
Figure 4-10: Results of SPSS CLUSTER 

Variable V39.03 (neo nazis/skins) and V39.05 (hooligans) are agglomerated at a similarity level of 0.520. All other clusters are combined at a lower similarity (agglomeration) level. The next step merges V39.02 (Computerfreaks) and V39.07 (techno fans). The agglomeration level is 0.164. The agglomeration of V39.01 (autonomous groups/squatters/punks) and V39.08 (human right/environmental activists) and of V39.04 (football/sport fans) and V39.06 (motor cylce/car fan) follow at a level of 0.118 and 0.115. The clusters may be labelled as:

· right wing youth cultures (V39.03 and V39.05)

· @-cultures (V39.02 and V39.07)

· activists (V39.01 and V39.08)

· traditional lower class cultures (V39.04 and V39.06)

In contrast to our expectation and the findings of Neumann et al. environmental/human right activists and autonomous groups build one cluster. They belong to two different clusters in Neumann et al. (hard and soft youth cultures).

In the next step (stage 5) the @-cultures and the traditional lower class cultures are combined to one cluster. This cluster is merged in the next step with the right wing youth cultures. Finally, the activists are combined with this cluster.

Number of Clusters.
Chapter 4.1 described approaches to determine the number of clusters. One method is to look for 'small' hills in the dendrogram, another to look for sharp increases or decreases in the agglomeration schedule or equivalently for elbow knicks in the scree diagram. 

The first method (looking for small hills) offers no unique solution in our example. It definitely reveals one small hill: the cluster build by V39.03 and V39.05. But it is difficult to decide, if V39.02 and V39.07, V39.04 and V39.06 on the one hand, or V39.01 and V39.08 on the other hand form three additional hills. Two possibilities exist:

· There are seven clusters. All variables – except neo-nazis/skins and hooligans - are separate clusters. The respondents differentiate between seven youth cultures. Only neo-nazis/skins and hooligans are seen to be similar.

· Four clusters exist. The respondents differentiate between right wing cluster, activists, traditional lower class culture and @-cultures. 

An inspection of the agglomeration schedule also does not solve the problem. There is a first large decrease from 0.520 to 0.164 between the first and the second stage. This suggests a seven cluster solution. A second decrease occurs between step (stage) 4 and 5. The similarity level decreases from 0.115 to 0.029. This suggests a four cluster solution.

Additional arguments may convince us to accept the four cluster solution: The number of clusters is smaller and the solution corresponds to our theoretical expectations with one exception. However, the first sharp decrease between the first and second step is an argument against this decision. Therefore, we might be interested in further formal criteria. Some will be discussed in chapter 4.4ff.
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